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Are diffusion models diverse?

Diagram: Ho et al. (2020)
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Novel contributions

● Introduce repulsion methods
○ Increased spread of images in controlled fashion

● Diversity metrics
○ General diversity
○ Location diversity
○ Style diversity

● Evaluate repulsion methods on each metric and show improved spread



Noise levels
● Construct marginals
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Noise levels
● Construct marginals

Types of steps

1) Prediction steps



Noise levels
● Construct marginals

Types of steps

1) Prediction steps

2) Correction steps



Sampling from

Diagrams by Song (2021)

Samples

Scores



Stable Diffusion 2



Stable Diffusion 2



Stable Diffusion 2



Stable Diffusion 2



Stable Diffusion 2



Denoising step



Repulsion



Particle repulsion



Particle repulsion



Similarity repulsion

Similarity measure



Kernel gradient repulsion term

● RBF kernel



Kernel gradient repulsion term

● RBF kernel

● Take gradient



Repulsive step

● Add repulsive forces for N particles
● Repulsive force 

Denoising step: Score

Denoising step: Score + Repulsion



Latent repulsion



Latent repulsion

● High dimensionality issue
● Unsuitable similarity measure



Feature similarity measure



Feature similarity measure



Feature similarity measure



Feature similarity measure



Feature Repulsive steps

Embedded repulsive step

Latent repulsive step



Channel average repulsion

Average of each latent channel



Channel average repulsion

Average of each latent channel



Rule of thirds repulsion



Rule of thirds repulsion



Convolutional Neural Network (CNN)
Randomly initialised● Image property extractor

● Randomly initialise weights



Style classifier trained on latents
Feature space

● Train CNN to classify artist from 
latents



Style classifier trained on latents
Rule of thirds on feature space

● Rule of thirds operation on style 
classifier embedding



Diversity metrics



Maximum diversity distance



Maximum diversity distance



Maximum diversity distance



Frechet Inception Distance (FID) Feature vectors
● Compare image embeddings with FID

○ Default FID embedding



Frechet Inception Distance (FID) Feature vectors
● Compare image embeddings with FID

○ Default FID embedding

InceptionNet

2048 FID 
features

Model diagram: 
JalFaizy Shaikh. https://www.analyticsvidhya.com/blog/2018/10/understanding-inception-network-from-scratch/. [Accessed 16th June 2023].



Frechet Inception Distance (FID) Feature vectors
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Frechet Inception Distance (FID) Feature vectors
● Compare image embeddings with FID

○ Default FID embedding
○ Introduce novel location and style embeddings

InceptionNet

35x35 = 1225 
location features
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Frechet Inception Distance (FID) Feature vectors
● Compare image embeddings with FID

○ Default FID embedding
○ Introduce novel location and style embeddings

InceptionNet

35x35 = 1225 
location features

2048 FID 
features

192x35x35
Channel mean

2080 style features

64x73x73
Spatial mean

Gram matrix
64

Model diagram: 
JalFaizy Shaikh. https://www.analyticsvidhya.com/blog/2018/10/understanding-inception-network-from-scratch/. [Accessed 16th June 2023].



Evaluation results



Results
● Lower metrics closer to max diversity 

→ More diverse



Conclusion

● Improved efficiency and control over exploration of image space
● Novel diversity metrics to separate location and style



Conclusion

● Improved efficiency and control over exploration of image space
● Novel diversity metrics to separate location and style

Applications

● Flexible sampling of pre-trained models
● Reduce redundancy e.g. recommendation systems
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